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Many things are uncertain in automotive vehicles are moving

from being just mechanical to using networked technology.

Because of the digital revolution, it has become much easier

and innovative, but it also means more cybersecurity

challenges.

Attacks on electric vehicle (EV) charging stations went up by

50% in 2024, and almost three-quarters of them interrupted

the services provided. According to these statistics, attention

to cybersecurity in autos should be prompt.

Emerging Cyber Threats in the Automotive
Sector

Modern vehicles are more tied to technology which has

resulted in more cyber threats for the automotive industry. In

2024, there were 409 cybersecurity incidents involving the

automotive sector which is significantly greater than what

happened in the previous years. It is also noteworthy that

26% of such issues were caused by ransomware attacks

which are starting to have a big impact on vehicle

manufacturers and suppliers.

An example of risk resulted when hackers used a small flaw

in Kia's web portal to remotely operate some vehicle

features, such as unlocking the door and turning on the

engine. It proves that attackers can get into vehicles through

very small holes in their security systems.

The Controller Area Network (CAN) bus was also identified as

a significant security problem for vehicles. Attackers are able

to pretend to be a member of the network or sabotage it

using denial-of-service because CAN has no authentication

or encryption.

The cyber attacks on the automotive industry can be very

complex and diverse. With more technology being used in

cars, it becomes important to strengthen cybersecurity

because there are more opportunities for attack.
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Regulatory Measures and Industry Standards

Regulatory authorities and trade groups have put full

guidelines in place to safeguard automotive systems from

cyberattacks.

ISO/SAE 21434: A Comprehensive Framework for

Cybersecurity Engineering

SO/SAE 21434, which came out in August 2021, forms the

principal framework for managing security threats across a

vehicle’s entire lifespan. It focuses on introducing

cybersecurity right from the planning stages, all the way

through development, and ending with the use of the

system.

The process involves making a Cybersecurity Management

System (CSMS), frequently assessing risk, and putting security

plans in place for each risk. The standard describes tasks for

every party, ensuring that every company, from OEM to

supplier, takes the same cybersecurity measures.

UNECE Regulations R155 and R156: Mandating

Cybersecurity and Software Update Protocols

Cybersecurity and software update rules for cars were

established by the United Nations Economic Commission for

Europe UNECE through Regulations R155 and R156.

R155
Requires companies to take action and manage cy

bersecurity risks using a carefully planned CSMS. To meet the

standard, OEMs must prove their cybersecurity skills with

audits and reviews to help secure each vehicle.

R156
Describes the need for a Software Update Management

System (SUMS), so that updates are delivered in a safe and

trustworthy way. The regulation means that updates,

whether performed over the air (OTA) or by any method,

should not affect the safety or security of vehicles, and

proper records should always be available.

https://www.ciscoinvestments.com/automotive-data-ai-drive-cybersecurity-era-massive-scale-cyber-threats#:~:text=Cyber%20incidents%20targeting%20EV%20charging,aiming%20to%20exploit%20backend%20vulnerabilities.
https://www.cbtnews.com/upstream-report-reveals-alarming-trends-in-auto-cybersecurity-threats/
https://vicone.com/why-vicone/iso-sae-21434
https://www.automotive-iq.com/cybersecurity/interviews/a-comprehensive-guide-to-unece-r155r156-compliance
https://www.ul.com/sis/insights/software-update-management-systems-according-unece-r156


Manufacturers who want to sell in markets that follow

UNECE standards must be compliant with these regulations.

As well as obeying the rules, these standards help to secure

consumer trust and make sure that connected cars will be

safe for many years ahead.

Strategies for Enhancing Automotive

Cybersecurity

To safeguard connected vehicles, a multi-faceted approach

is essential:

Secure Software Development: Integrating security

solutions at the start of making the software, to avoid

vulnerabilities.

Regular Security Updates: Giving priority to OTA upgrades

to deal with newly discovered threats.

Intrusion Detection Systems (IDS): Implementing IDS to

watch for and report on unusual actions within the

vehicle’s network.

Data Encryption: Using strong computer encryption to

keep sensitive information from being accessed by

anybody not intended.

Collaboration with Cybersecurity Experts: Working with

cybersecurity specialists to spot and reduce possible

dangers.

If these strategies are used, it can help vehicles become

more secure from cyberattacks.

Conclusion
Since transportation is moving toward digital systems,

cybersecurity needs to protect these networks more than

ever. The work of making cybersecurity measures more

effective depends on people from the manufacturing,

regulation, and consumer fields working together. Auto

companies must use planning, follow rules, and keep

updating their systems to avoid dangers in the digital world.
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Patch-Tuesday’s Roots: How Windows Security

Evolved from NT to Windows 12

Windows 2000: The Early Security

Windows XP SP 2 (2004): Trustworthy Windows

Windows Vista and 7: The Security Overhaul

Windows 8 and 10: Hardware Roots-of-Trust and

Virtualization

Windows 11 and Beyond: Security by Default

To Conclude

Windows has steadily hardened its enterprise security model

from Windows NT onward. Windows NT (1993) was the first

introduced a true 32-bit kernel with preemptive multitasking

and hardware-enforced privilege rings. 

It separated user mode from kernel mode and introduced

the Local Security Authority (LSA) and NTFS file ACLs for

discretionary access control. 

This moved Windows away from the insecure 16-bit DOS

model toward a protected, enterprise-capable kernel. User

identities on NT systems were managed with SAM databases

and NTLM challenge-response authentication.

Windows 2000: The Early Security

Windows 2000 built on NT by adding Active Directory (AD):

an LDAP directory with a Kerberos Key Distribution Center

(KDC) on every domain controller. 

Kerberos became the default domain authentication

protocol, offering ticket-based authentication with modern

encryption and single sign-on (unlike the older NTLM

scheme). 

Windows 2000 also introduced domain-based group policy

and public-key Certificate Services for a managed PKI. (File-

level Encrypting File System also debuted in 2000 for per-file

encryption.) 

# 2  How Windows Security Evolved from NT to Windows 12
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Windows XP SP 2 (2004): Trustworthy Windows

This marked the start of Microsoft’s Trustworthy Computing

era. In response to increasing threats, Microsoft mandated

built-in defenses and a Security Development Lifecycle (SDL). 

Vista’s predecessor SP2 added a mandatory software firewall

and DEP (Data Execution Prevention) to block buffer

overflows, in line with the SDL ethos. 

After the 2002 Bill Gates memo, all new Windows code was

designed “secure by default,” and existing code was audited

for vulnerabilities. This laid the groundwork for Vista’s

overhaul.

Windows Vista and 7: The Security Overhaul

Windows Vista (2007) introduced one of the largest Windows

security overhauls. Its kernel and driver model were

reworked with security in mind. 

Vista brought User Account Control (UAC) to enforce least

privilege (prompting for admin consent on sensitive actions)

and Address Space Layout Randomization (ASLR) to

randomize memory layouts. 

A new Windows Driver Framework allowed many drivers

to run in user mode for stability. Vista required kernel-

mode code signing and introduced PatchGuard on x64

systems to prevent unauthorized kernel patching. 

It also enabled hardware roots-of-trust with BitLocker

full-disk encryption (using TPM 1.2 to ensure a known-

good boot state). Microsoft built in a stronger firewall and

integrated Windows Defender anti-malware.

Vista’s innovations included ASLR, the user-mode driver

framework, BitLocker, an advanced firewall, Defender AV,

and UAC. Notably, Vista was the first widespread 64-bit

Windows, leveraging the larger address space and

enabling PatchGuard.

Windows 7 (2009) refined Vista’s model without radical new

architecture changes. It tightened BitLocker management

and added features like biometric login, but the core security

stack remained Vista’s. 

Both Vista and 7 were built under the SDL process, resulting

in far fewer exploitable bugs than in earlier releases.

https://en.wikipedia.org/wiki/Trustworthy_computing
https://learn.microsoft.com/en-us/windows/security/application-security/application-control/user-account-control/how-it-works
https://www.ibm.com/docs/en/zos/2.4.0?topic=overview-address-space-layout-randomization
https://learn.microsoft.com/en-us/windows/security/operating-system-security/data-protection/bitlocker/


Windows 8 and 10: Hardware Roots-of-Trust and

Virtualization

With Windows 8/8.1 (2012–2013), Microsoft shifted focus to

hardware-based security. All certified PCs were required to

support UEFI Secure Boot, binding the 

bootloader to signed cryptographic keys and preventing

unauthorized bootkits. 

Windows 8 also integrated Windows Defender as real-time

antivirus by default. Under the hood, Vista/7 mitigations

continued (ASLR, DEP, antivirus, etc.), and Windows 8.1

added early-launch anti-malware drivers.

Windows 10 (2015) made these hardware protections

mainstream and introduced key virtualization-based

defenses. For example, it built on Windows 8.1 features like

Secure Boot, Verified Boot, protected processes, Kernel ASLR,

Hyper-V integration, and Control Flow Guard.

Critically, Windows 10 introduced Virtualization-Based

Security (VBS). VBS uses the CPU’s virtualization (Hyper-V) to

run a minimal secure kernel in a hardware-isolated

container. 

Within this hypervisor-protected environment, Windows can

host security services and enforce integrity even if the OS

kernel is compromised. 

One major VBS feature is Hypervisor-Protected Code

Integrity (HVCI), which checks all kernel drivers before load

and ensures pages are either writable or executable, never

both. 

Another is Credential Guard: it isolates user secrets (NTLM

hashes and Kerberos tickets) inside VBS so that even

malware with admin rights cannot steal them.

Key Windows 10 security features include:

# 2  How Windows Security Evolved from NT to Windows 12
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Secure Boot and Measured Boot. UEFI Secure Boot and

“system guard” verify firmware and bootloaders to the

trusted root, stopping bootkits.

Control Flow Guard (CFG). A compiler-level exploit

mitigation that enforces valid function call targets.

Device Guard and Application Control. Only trusted

(signed) applications or code are allowed to run.

VBS with HVCI and Credential Guard. The OS enforces

code integrity inside a secure hypervisor root-of-trust.

Windows Hello and passwordless auth. Biometric and

PIN-based logon with TPM-backed keys (for enterprise,

“Hello for Business” ties identity to hardware).

These changes made Windows 10 a much harder target:

even if malware bypasses the user-mode defenses, it still

faces hardware-enforced isolation at the kernel level. 

All new Windows 10 driver models also require strong code

signing, further preventing rogue drivers.

Windows 11 and Beyond: Security by Default
Windows 11 (2021) doubled down on these trends and

enforced many protections by default. It requires TPM 2.0

and Secure Boot on all installations, hardening the hardware

root-of-trust. Windows 11 enables VBS/HVCI on any new

device by default. 

That means code integrity checking and isolated credential

stores (VBS/Credential Guard) are turned on out of the box.

Microsoft also enabled LSASS Protection (protecting the

local login process) and mandatory driver signing for any

kernel module. In practice, a clean Windows 11 install runs

with virtualization-based defenses, a protected kernel, and

hardware-tied identity.

Windows 11 introduced Secured-core PCs, a configuration

where advanced features (firmware protections, DMA guards,

etc.) are pre-enabled to defend sensitive data. 

It also brought the Pluton security processor (built into new

CPUs) to further cement the silicon root of trust alongside

TPM. Cloud-friendly features like tighter Azure 

https://learn.microsoft.com/en-us/windows-hardware/design/device-experiences/oem-vbs
https://learn.microsoft.com/en-us/windows-hardware/design/device-experiences/oem-vbs
https://learn.microsoft.com/en-us/windows-hardware/drivers/bringup/device-guard-and-credential-guard
https://learn.microsoft.com/en-us/windows-hardware/drivers/bringup/device-guard-and-credential-guard
https://learn.microsoft.com/en-us/windows/security/identity-protection/credential-guard/
https://learn.microsoft.com/en-us/windows-server/security/credentials-protection-and-management/configuring-additional-lsa-protection
https://learn.microsoft.com/en-us/windows-hardware/drivers/install/driver-signing
https://learn.microsoft.com/en-us/windows-hardware/design/device-experiences/oem-highly-secure-11
https://learn.microsoft.com/en-us/windows/security/hardware-security/pluton/microsoft-pluton-security-processor


AD integration, Conditional Access, and “Zero Trust” concepts

also grew in Windows 11’s enterprise editions.

Looking ahead to Windows 12 (not yet released as of 2025),

analysts expect Microsoft to continue this secure-by-default

approach. Early rumors suggest Windows 12 will still require

TPM 2.0 and leverage hardware security (as Windows 11 did)

to protect against new threats. 

To Conclude
Each Windows generation has layered on new defenses:

from NT’s basic ring-based kernel and ACLs, through

AD/Kerberos, to Vista’s UAC/ASLR, and finally to Windows

10/11’s hardware-enforced isolation. 

The result is a platform where firmware trust (UEFI/TPM),

virtualization enclaves, and cryptographic identity provide

the core of enterprise security.

# 2  How Windows Security Evolved from NT to Windows 12

5

https://support.microsoft.com/en-us/windows/enable-tpm-2-0-on-your-pc-1fd5a332-360d-4f46-a1e7-ae6b0c90645c


Legacy systems were built decades ago and they continue to

support critical tasks in industries like banking,

manufacturing, healthcare and the government. Banks

process transactions on mainframes older than some of their

customers. Hospitals manage patient data with systems

designed before modern encryption existed. A lot of

industrial plants still run on software built for isolation and

not for internet exposure.

While these certainly offer stability, their outdated design

choices often pose serious security challenges

Why Old Design Still Matters
Legacy systems were designed in a very different time.

Security was not a top priority for systems at that point.

Developers had a core focus on performance, availability of

systems and cost-efficiency. 

This resulted in many of these systems lacking features that

are now considered a must-have, such as encryption and

network isolation.

Design choices from the 1980s or 1990s can still affect your

system's security to this date. Some legacy applications use

hardcoded credentials, or even they solely rely on outdated

protocols like Telnet or FTP. These features were once

normal, but now act as open doors and invitation for

attackers.

Outdated Systems, Ongoing Risks
Modern threats are used to exploit weaknesses in old

systems. Many legacy platforms cannot receive security

updates because the vendor is no longer supporting them.

That means known vulnerabilities stay unpatched and

undetected for long times. Attackers actively search for these

openings using various vulnerability assessment tools.

Cyber incidents like Log4Shell or the MOVEit breach have

shown how attackers exploit outdated software

components. You are destined to face similar risks if your

infrastructure still uses old operating systems or unpatched

middleware.

In fact, research shows over 30% of successful attacks come

from unpatched systems. Legacy components often go

unnoticed in routine scans.

# 3  Legacy Systems, Modern Threats: Why Decades-Old Design Choices Still Matter
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Industrial Control Systems (ICS) and OT
(Operational Technology)

Legacy systems are specifically more common in industrial

control environments. These environments include power

plants, factories, and a lot of water treatment facilities. 

They mostly run on proprietary platforms designed to stay

offline. But times have now changed and many of these

systems now connect to corporate IT networks with newer

and greater risks at hand.

These OT systems lack modern protections and much

required security measures. They don't use encrypted

communication and also lack strong access controls. This

makes it easy for attackers to pivot from the IT side to critical

infrastructure which ultimately causes real damage.

Regulatory Challenges
Older systems may not align with compliance requirements

that are required today. Regulations like GDPR, HIPAA, and

PCI-DSS require strict data protection, logging capabilities,

and access controls. Legacy platforms are frequently lacking

these features.

This gap can put your organization at a high-level of legal

risk. Auditors and regulators constantly expect visibility and

accountability. You may face penalties or lose trust with

partners and customers if your legacy systems cannot

provide it.

Barriers to Modernization
Replacing legacy systems sounds like an ideal move, but

often proves difficult. Many organizations depend on these

platforms to operate without issues. Migrating them risks

downtime, data loss, or compatibility issues.

Often times, the original developers are no longer available.

Documentation is missing or even incomplete.

Modernization becomes expensive and risky without deep

knowledge of how everything works.

https://owasp.org/www-community/vulnerabilities/Use_of_hard-coded_password
https://www.ibm.com/think/topics/log4shell
https://www.ncsc.gov.uk/information/moveit-vulnerability
https://news.sophos.com/en-us/2024/04/03/unpatched-vulnerabilities-the-most-brutal-ransomware-attack-vector/


Legacy Design Still Shapes Current Threats
One of the biggest issues is how these old systems were

originally structured. Many use a monolithic design, where

components are tightly connected. If one part is

compromised, attackers can move laterally across the

network.

These systems also often rely on "security through obscurity”

which begets the idea that hiding details keeps them safe.

But modern attackers are way more lethal and sophisticated.

They reverse-engineer old software and find new ways to

exploit it.

What You Can Do
While you may not replace legacy systems overnight, you can

take steps to reduce risk:

Map out legacy assets so you know what exists and

where.

Isolate outdated systems using network segmentation.

Limit access to these systems with strong authentication

and access control.

Use virtual patching and intrusion detection tools.

Prioritize upgrades for the most exposed systems.

Containerize legacy apps to improve control and

monitoring.

These strategies can extend the life of old systems while

reducing their threat exposure.

# 3  Legacy Systems, Modern Threats: Why Decades-Old Design Choices Still Matter
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To Conclude

Legacy systems stillsupport critical business functions. But

their outdated design decisions can no longer be ignored or

postponed. What worked decades ago is now a liability in a

world of advanced current cyber threats.

You need to mark and treat these platforms as high-risk and

apply modern controls around them. Over time, work toward

modernization. Until then, careful monitoring and smart

isolation can help protect your organization.



Unix Permissions to Zero-Trust Kernels: Tracking

Paradigm Shifts in OS Defense

Foundation of OS Security: Unix Permissions and DAC

Evolution Toward Capability-Based Security

Kernel Hardening: Modern Memory Protections

Introducing Zero-Trust Principles into the Kernel

What Defines a Zero-Trust Kernel?

Integrating Techniques for Robust OS Security

Final Thoughts

What began with the foundational Unix permission

model has now developed into advanced, zero-trust

kernel architectures. Today, you need far more

advanced strategies to deal with sophisticated

threats.

One of the biggest changes is the move toward zero-

trust kernels, which challenge the old idea that the

operating system can be trusted by default.

Instead of assuming everything inside your system is

safe, zero-trust kernels treat every action as potentially

harmful. They keep checking, verifying, and enforcing

rules, even at the core level of the system.

Foundation of OS Security: Unix Permissions

and DAC
In traditional Unix environments, file access and

system privileges were controlled through a basic

model called Discretionary Access Control (DAC). DAC

allows the owner of a file or process to determine who

else can write, read or execute it. This model is simple

but introduces potential vulnerabilities because it

heavily relies on the discretion of the individual users.

The principle of least privilege became a core

design strategy to address this core issue. It makes

sure that processes and users operate with only the

minimum permissions that are necessary to perform

their tasks. Sudo grants limited administrative rights,

and setuid allows specific permission elevation to

enforce this principle more reliably.

# 4 Unix Permissions to Zero-Trust Kernels: Tracking Paradigm Shifts in OS Defense 
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DAC and least privilege really reduce unnecessary privilege

escalation and they are assumed a fundamentally trusted

kernel and lack granular control in complex environments.

Evolution Toward Capability-Based Security

DAC's limitations have now became more evident. To

achieve more precise control, operating systems began

adopting capability-based security models. In this paradigm,

access is granted using explicit tokens known as capabilities.

These capabilities function as secure, unforgeable references

that specify which resources a process can interact with.

Unlike DAC or Access Control Lists (ACLs), capabilities

provide more deterministic and isolated control. Operating

systems like FreeBSD implemented these ideas through its

Capsicum framework, while formally verified systems like

seL4 offer native support for capabilities within their

microkernel design.

This approach minimizes the trusted computing base and

supports better compartmentalization, which in return

makes it difficult for compromised processes to escalate

privileges.

Kernel Hardening: Modern Memory
Protections

To fight against these threats, systems started using Write

XOR Execute (W^X) policies. These policies make sure no

memory area can be written to and run at the same time.

This really helps limit how much malicious code can be

injected and executed.

We've also got cool new protection strategies like Neverland,

which locks down important memory areas after the system

boots up to keep them safe, and KASR (Kernel Attack

Surface Reduction), which checks for and disables kernel

code that isn't being used while the system is running.

Together, these tools make the kernel much harder to

attack, making it tougher for bad guys to mess with the

system.

https://nordlayer.com/learn/access-control/discretionary-access-control/
https://startup-house.com/glossary/what-is-capability-based-security
https://security.stackexchange.com/questions/18936/what-attacks-does-a-wx-policy-prevent-against
https://security.stackexchange.com/questions/18936/what-attacks-does-a-wx-policy-prevent-against
https://arxiv.org/abs/1802.07062
https://arxiv.org/abs/1802.07062


These hardening techniques are now standard in security-

conscious OS configurations, particularly in critical

infrastructure and enterprise systems.

Introducing Zero-Trust Principles into the
Kernel

The concept of zero-trust gained prominence in network

and identity security. It centers on the idea that no device,

process, or identity should be inherently trusted, even if it is

inside the system boundary. Particularly at the kernel level,

this principle has expanded to endpoint security.

A zero-trust kernel assumes that parts of the system can be

compromised at any time. Therefore, it enforces constant

validation of configurations, processes, and the interactions.

This model shifts away from static trust boundaries and

introduces more dynamic and contextual security policies.

Zero-trust kernels don't just rely on fixed access rules. They

use defense mechanisms that actively adjust to what the

system is doing right now.

What Defines a Zero-Trust Kernel?
Zero-trust kernels are all about making sure everything's

constantly secure, using a few different layers of protection.

This means:

Microkernel architecture: Microkernel architecture

involves tiny, isolated modules, such as the seL4

microkernel. Each module handles specific rules. The

seL4 microkernel is exceptionally minimal and designed

with mathematical principles to ensure strict adherence

to its defined rules which is ideal for highly secure

systems.

Hardware-backed checks: Things like Secure Boot and

TPMs (Trusted Platform Modules) give us really solid

security.

 Host-based agents: These agents are always on the

lookout, monitoring and limiting what privileged actions

can be taken.

# 4 Unix Permissions to Zero-Trust Kernels: Tracking Paradigm Shifts in OS Defense 
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Integrating Techniques for Robust OS
Security
No single defense mechanism is enough. Modern secure

operating systems use a multi-layered defense strategy,

combining different technologies for strong protection. This

is super important in high-risk areas like industrial control

systems and cloud-native setups.

Here are the key technologies:

1.Capability-based access: This gives really fine-grained and

delegated control over system resources.

Formal verification: It uses math to check how the system

behaves and make sure it's correct.

Runtime hardening: This reduces the attack surface by

making less code exploitable while it's running.

Zero-trust enforcement: It checks every interaction,

basically trusting no one, whether inside or outside the

system.

These layers work together to make the system tougher,

stopping a breach in one part from messing up the whole

thing.

Final Thoughts
OS security has really changed a lot, going from basic Unix

permissions to super advanced zero-trust kernel designs.

Today's systems use ideas like "least privilege," strong

memory protections, and zero-trust to fight increasingly

complex threats.

https://www.cloudflare.com/learning/security/glossary/what-is-zero-trust/


Pegasus is NSO Group’s notorious spyware that can stealthily

hijack smartphones using zero-click exploits; no user action

needed; and harvest virtually everything on the device: texts,

calls, location, camera, microphone, you name it

(amnesty.org). NSO Group is an Israeli cybersecurity firm that

develops surveillance tools, primarily marketed to

governments for law enforcement and national security

purposes. Originally sold to fight terrorism and crime,

forensic reports show it was widely abused by governments.

Investigations revealed that state clients around the globe,

from Saudi Arabia and Mexico to Poland and El Salvador

were using Pegasus to spy on journalists, activists and

dissidents (reuters.com; reuters.com). In fact, the Pegasus

Project (a 2021 media investigation,involved collaboration

among 17 media organizations, led by Forbidden Stories, to

analyze a leaked list of potential surveillance targets,

exposing the scale of Pegasus misuse) exposed a leaked list

of over 50,000 phone numbers including world leaders and

reporters, across 50+ countries as potential surveillance

targets (amnesty.org). That scandal prompted global

outrage. And Pegasus is not just historical news: Amnesty

International’s tech lab recently confirmed that two

prominent Indian journalists were hacked with Pegasus in

late 2023 (amnesty.org), showing this invasive tool is very

much alive and being used today.

# 5 NSO Group & Pegasus: Unraveling the Spyware Scandal
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Detecting and preventing Pegasus spyware is challenging

due to its advanced nature and the use of zero-click exploits.

Traditional antivirus software may not be effective against

such sophisticated threats. However, specific tools like the

Mobile Verification Toolkit (MVT) developed by Amnesty

International can analyze mobile devices for indicators of

compromise related to Pegasus. Additionally, Apple has

introduced Lockdown mode in iOS 16 to reduce the attack

surface, making it harder for spyware to exploit

vulnerabilities. Users should keep their devices updated, use

secure communication channels, and be cautious with app

permissions to minimize risks (us.norton.com). 

Legal Backlash and Accountability: After years of secretive

abuse, NSO is finally under fire. In May 2025, Meta

(WhatsApp’s parent) won a $168 million jury verdict against

NSO (reuters.com). U.S. courts found NSO had secretly

exploited a WhatsApp bug to install Pegasus on users’

phones. The verdict awarded about $444K in compensatory

damages plus $167M in punitive fines (reuters.com). Reuters

reports that NSO is now “a poster child for the surveillance

industry and their abuses and impunity,” long arguing its

tools target only terrorists and pedophiles while evidence

showed its software was tied to widespread spying

(reuters.com). Trial testimony even revealed NSO had a 140-

person R&D team with a $50M budget for hacking phones

and recorded government customers such as Uzbekistan,

Saudi Arabia and Mexico (reuters.com). Apple has sued NSO

too (in late 2021) for similar allegations that U.S. iPhones

were breached by Pegasus (reuters.com). Apple’s lawsuit

seeks to hold NSO accountable for targeting iPhone users

and aims to set a precedent for restricting spyware misuse.

These landmark cases signal that cyber-spyware vendors can

be held legally accountable for abuses.

A CONCEPTUAL DIAGRAM OF A PEGASUS SPYWARE ATTACK

PEGASUS SPYWARE

https://www.amnesty.org/en/latest/news/2023/12/india-damning-new-forensic-investigation-reveals-repeated-use-of-pegasus-spyware-to-target-high-profile-journalists/#:~:text=The%20Security%20Lab%20recovered%20evidence,version%20available%20at%20the%20time
https://www.reuters.com/technology/pegasus-phone-spyware-used-target-30-thai-activists-cyber-watchdogs-say-2022-07-18/#:~:text=Pegasus%20has%20been%20used%20by,trade%20blacklist
https://www.reuters.com/sustainability/society-equity/court-clash-between-meta-nso-ends-168-million-defeat-spyware-firm-2025-05-06/#:~:text=NSO%2C%20an%20Israeli%20firm%20that,108%2C%20and%20El%20Salvador
https://forbiddenstories.org/
https://www.amnesty.org/en/latest/press-release/2021/07/the-pegasus-project/#:~:text=NSO%20Group%E2%80%99s%20spyware%20has%20been,journalists%2C%20including%20Jamal%20Khashoggi%E2%80%99s%20family
https://www.amnesty.org/en/latest/news/2023/12/india-damning-new-forensic-investigation-reveals-repeated-use-of-pegasus-spyware-to-target-high-profile-journalists/#:~:text=Forensic%20investigations%20by%20Amnesty%20International%E2%80%99s,case%20occurring%20in%20October%202023
https://us.norton.com/blog/emerging-threats/pegasus-spyware
https://www.reuters.com/sustainability/society-equity/court-clash-between-meta-nso-ends-168-million-defeat-spyware-firm-2025-05-06/#:~:text=WASHINGTON%2C%20May%206%20%28Reuters%29%20,world%27s%20best%20known%20spyware%20company
https://www.reuters.com/sustainability/society-equity/court-clash-between-meta-nso-ends-168-million-defeat-spyware-firm-2025-05-06/#:~:text=WASHINGTON%2C%20May%206%20%28Reuters%29%20,world%27s%20best%20known%20spyware%20company
https://www.reuters.com/sustainability/society-equity/court-clash-between-meta-nso-ends-168-million-defeat-spyware-firm-2025-05-06/#:~:text=NSO%2C%20an%20Israeli%20firm%20that,108%2C%20and%20El%20Salvador
https://www.reuters.com/sustainability/society-equity/court-clash-between-meta-nso-ends-168-million-defeat-spyware-firm-2025-05-06/#:~:text=The%20court%20heard%20about%20NSO%27s,NSO%27s%20closely%20guarded%20client%20list
https://www.reuters.com/technology/apple-files-lawsuit-against-nso-group-2021-11-23/#:~:text=Nov%2023%20%28Reuters%29%20,users%20with%20its%20Pegasus%20spyware


Policy and Regulation: The Pegasus saga has spurred swift

policy action. The U.S. Commerce Dept. formally blacklisted

NSO in 2021, banning U.S. exports to NSO as punishment for

its “malicious” spyware sales to foreign governments

(commerce.gov). In Europe, lawmakers have opened

inquiries into Pegasus use, the EU Parliament even set up a

special committee to investigate reports that Pegasus and

similar spyware were used against EU citizens and leaders

(politico.eu). Meanwhile NGOs are demanding stricter

controls. Human Rights Watch warns that governments

“should urgently suspend sales and transfers” of such

spyware until proper human-rights-protecting oversight is in

place (hrw.org). Amnesty International and other groups

have similarly called for export bans or licenses revocation,

emphasizing that unchecked surveillance tools violate

human rights. The bottom line: many experts now say our

laws and norms have not kept up with these intrusions. As

one researcher put it, Pegasus reminds us that code can

have physical “warheads,” so without new ethical rules and

regulations our democracies and privacy are at risk (hrw.org;

commerce.gov).

The commercialization of advanced surveillance tools like

Pegasus has created a lucrative market, with governments

paying between $3 million and $30 million for access to such

capabilities, as revealed in trial testimony. This high price

reflects the tool's sophistication and comprehensive

surveillance features. However, the financial incentives also

encourage the proliferation of these technologies, potentially

leading to increased misuse and human rights violations.

Consequently, there is an urgent need for stricter regulations

and oversight to ensure that surveillance tools are used

ethically and in accordance with legal standards

(lookout.com).
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In summary, Pegasus taught a hard lesson: unrestrained

digital surveillance erodes trust. The NSO/WhatsApp trial and

international scrutiny show the tide is turning toward

accountability. Moving forward, To prevent future abuses

both governments and private tech companies will need

clear, enforceable rules for any hacking tools, or face losing

public trust and legal battles.

https://www.commerce.gov/news/press-releases/2021/11/commerce-adds-nso-group-and-other-foreign-companies-entity-list#:~:text=NSO%20Group%20and%20Candiru%20,based%20international%20order
https://www.politico.eu/article/pegasus-use-5-eu-countries-nso-group-admit/#:~:text=EU%20lawmakers%20launched%20the%20inquiry,91%C2%A0in%20Spain%2C%20Poland%20and%20Hungary
https://www.hrw.org/news/2021/07/30/unchecked-spyware-industry-enables-abuses#:~:text=%E2%80%9CDisturbing%20reports%20about%20Pegasus%20again,sales%20and%20transfers%20of%20surveillance
https://www.hrw.org/news/2021/07/30/unchecked-spyware-industry-enables-abuses#:~:text=%E2%80%9CDisturbing%20reports%20about%20Pegasus%20again,sales%20and%20transfers%20of%20surveillance
https://www.commerce.gov/news/press-releases/2021/11/commerce-adds-nso-group-and-other-foreign-companies-entity-list#:~:text=NSO%20Group%20and%20Candiru%20,based%20international%20order
https://www.lookout.com/blog/protect-against-pegasus-spyware


Stuxnet (uncovered in 2010) was a watershed moment: it

was the first known malware designed to cause physical

destruction. This highly sophisticated worm infiltrated Iran’s

Natanz nuclear plant, believed to be written by nation-state

actors, and directly sabotaged the industrial control systems

there. Once inside, Stuxnet searched for Siemens industrial

control software (used to run uranium centrifuges) and

issued malicious commands. Stuxnet secretly

commandeered the plant’s Siemens PLC controllers and

subtly tweaked centrifuge rotation speeds to induce

mechanical failure (malwarebytes.com). While it was

running, Stuxnet disguised its activities by replaying fake

“normal” sensor readings to operators, so nobody realized the

turbines were being pushed to the breaking point. In the

words of cybersecurity analysts, Stuxnet was “the most

aggressive cyber-physical attack ever documented”

(malwarebytes.com). It proved that malware could carry a

literal “warhead” using code to bend real-world physics.

The legacy of Stuxnet is everywhere in modern cybersecurity.

Following its debut, similar attacks on industrial systems

began to emerge. For instance, in 2016 a malware known as

“CrashOverride/Industroyer” was discovered, capable of

issuing shutdown commands to power grid breakers.

Investigators say this tool was used to briefly black out parts

of the Ukrainian electrical grid in December 2016

(reuters.com). Likewise, in 2017 the “Triton (aka Trisis)”

malware hacked into safety controls of a Saudi Arabian

petrochemical plant. Triton’s breach of industrial safety

systems was a first-of-its-kind “watershed” event: hackers

could potentially have shut down the plant by deceiving

safety controllers (the attackers’ tools “could be fooled to

indicate that everything is okay” even while the plant was

being sabotaged) (reuters.com). Fortunately in that case the

malware prematurely shut itself down, so disaster was

averted, but the lesson was chilling.
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More recently, even “regular” ransomware gangs have

targeted critical infrastructure. A stark example is the

Colonial Pipeline attack in May 2021. Hackers seized control

of the U.S. East Coast’s largest fuel pipeline, forcing it to shut

down entirely for nearly a week. Colonial Pipeline paid a $4.4

million ransom to regain access, but not before the outage

caused huge gasoline shortages in the Southeast

(en.wikipedia.org). This incident underlined that IT-centric

threats can have massive physical consequences when

energy and utility networks get hit.

Despite all this, experts warn that many critical systems

remain just as exposed as they were 15 years ago. At a 2025

U.S. House hearing, veteran ICS security analyst Joe Weiss

bluntly observed that “critical infrastructures continue to be

susceptible to Stuxnet-type attacks” (controlglobal.com). In

other words, the vulnerabilities that Stuxnet exploited,

trusting field sensors, unsegmented OT (Operational

Technology) networks, obscure protocols, have not been fully

fixed. Many industrial control systems still lack modern

protections or even awareness of these threats. As Weiss

noted, sophisticated hacks often “look like equipment

malfunctions”, so incidents can slip by undetected if

operators assume it’s just a sensor glitch (controlglobal.com).

This remains a dangerous blind spot: an attack on a turbine

might be mistaken for a hardware failure unless process-

level monitoring is in place.

https://www.malwarebytes.com/blog/news/2013/11/stuxnet-new-light-through-old-windows#:~:text=Stuxnet%20was%20first%20uncovered%20in,engineers%20crazy%20looking%20for%20causes
https://www.malwarebytes.com/blog/news/2013/11/stuxnet-new-light-through-old-windows#:~:text=Stuxnet%20counts%20as%20the%20most,Iran%2C%20thanks%20to%20unwitting%20contractors
https://www.reuters.com/article/cyber-attack-utilities/security-firms-warn-of-newcyber-threat-to-electric-grid-idUSL1N1J61JK/#:~:text=Analysis%20of%20the%20malware%2C%20known,infrastructure%20security%20firm%20Dragos%20Inc
https://www.reuters.com/article/technology/hackers-halt-plant-operations-in-watershed-cyber-attack-idUSKBN1E8271/#:~:text=Compromising%20a%20safety%20system%20could,halting%20destructive%20attacks%2C%20they%20said
https://en.wikipedia.org/wiki/Colonial_Pipeline_ransomware_attack#:~:text=On%20May%207%2C%202021%2C%20Colonial,68%20to%20restore%20the
https://www.controlglobal.com/blogs/unfettered/blog/55305476/stuxnet-cyberattack-15-years-later-the-unlearned-lessons#:~:text=Critical%20infrastructures%20continue%20to%20be,security%20issues
https://www.controlglobal.com/blogs/unfettered/blog/55305476/stuxnet-cyberattack-15-years-later-the-unlearned-lessons#:~:text=happened%20in%20defending%20critical%20infrastructures,related


The good news is that awareness is finally translating into

defense. Industry guidelines (like NIST’s ICS security

framework) now emphasize isolating OT networks from the

Internet, implementing strict access controls, and closely

monitoring physical processes, not just network traffic.

Operators are urged to keep detailed inventories of sensors

and controllers, so anomalies can not hide in the weeds.

Lessons from Stuxnet and its successors have led to new

tools that watch the “physical layer” of systems: for example,

alarms if a centrifuge spins beyond safe limits. Public-private

threat-sharing forums (e.g. ICS-CERT) exist so that operators

learn quickly about new ICS malware variants. In short,

defenders are moving toward a holistic view that spans

software and hardware.
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Key Takeaways: Stuxnet was the first malware “cyber-

weapon” that physically damaged equipment

(malwarebytes.com). In the years since, new ICS-focused

malware (Industroyer, Triton, etc.) have struck utilities and

plants (reuters.com). Experts now emphasize that many

industrial systems are still vulnerable, lacking simple

protections and wrongly treated like ordinary IT networks

(controlglobal.com). Defenses must span networks and

physical processes (segmentation, sensor checks, ICS-aware

monitoring). In short, Stuxnet taught us that code can have a

physical “warhead,” and protecting critical infrastructure

means learning to think like a defender of both software and

hardware (malwarebytes.com).

Industrial control room

In summary, Stuxnet broke unprecedented ground by

showing cyber weapons can cause real-world damage. Its

story reshaped cybersecurity strategy: no longer is blocking

Internet intrusions enough. We must also protect the tiny

devices and control loops that actually run our infrastructure.

Fifteen years later, Stuxnet’s impact is still unfolding, a

reminder that defending against cyber-physical attacks is an

ongoing mission (controlglobal.com; reuters.com).

https://www.malwarebytes.com/blog/news/2013/11/stuxnet-new-light-through-old-windows#:~:text=Stuxnet%20was%20first%20uncovered%20in,engineers%20crazy%20looking%20for%20causes
https://www.reuters.com/article/cyber-attack-utilities/security-firms-warn-of-newcyber-threat-to-electric-grid-idUSL1N1J61JK/#:~:text=Analysis%20of%20the%20malware%2C%20known,infrastructure%20security%20firm%20Dragos%20Inc
https://www.controlglobal.com/blogs/unfettered/blog/55305476/stuxnet-cyberattack-15-years-later-the-unlearned-lessons#:~:text=Critical%20infrastructures%20continue%20to%20be,security%20issues
https://www.malwarebytes.com/blog/news/2013/11/stuxnet-new-light-through-old-windows#:~:text=Once%20active%2C%20it%20went%20to,screens%20while%20doing%20its%20thing
https://www.controlglobal.com/blogs/unfettered/blog/55305476/stuxnet-cyberattack-15-years-later-the-unlearned-lessons#:~:text=Critical%20infrastructures%20continue%20to%20be,security%20issues
https://www.reuters.com/article/technology/hackers-halt-plant-operations-in-watershed-cyber-attack-idUSKBN1E8271/#:~:text=Compromising%20a%20safety%20system%20could,halting%20destructive%20attacks%2C%20they%20said

